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Peer-to-peer (P2P) protocols have been proposed for a wide variety of network services, but in practice are most commonly used for file sharing among Internet users. Such applications rank among the most popular sources of traffic on the Internet. Popular commercial P2P applications are used for sharing of audio and video content; they include Gnutella and Kazaa, and previously.

Two fundamental problems in p2p content search and sharing are:  the design of protocols that are efficient in locating and retrieving content; measurement of the workload characteristics of such applications. 

Content Location and Retrieval

Approaches that have been taken for locating content are growing. Centralized approach is usually credited to the Napster protocol: one server maintains a centralized index for the resolution of search queries. In the distributed hash table (DHT) approach — used, for example by Chord, Pastry, and CAN among others —  the index of available content and the task of resolving queries is distributed among peers. DHT-based protocols are similar to the Napster protocol in that queries are unicast (perhaps via several peers) to hosts that store indexes of content. Resolving a query means returning a pointer to the peer that is storing the actual content, and then the querying peer retrieves the desired file. In contrast, Gnutella nodes only answer queries when they locally store relevant content. 

A different approach is possible as well, yet less studied. Peer-to-peer topologies can be organized into small world topologies based on autocorrelated content among neighbors. By autocorrelated, we mean that, neighbors in the graph are more likely to have similar content than non-neighbors. In this way, queries navigate directly and quickly toward content (not indexes) without flooding.

Like many problems in computer science, each content location approach has some advantage that is linked to the application scenario. For example, DHT protocols cannot be used to search for key word search of text documents stored by peers as there are too many keys to store per document. (Our own recent work has shown that the number of keys that must be stored for each peers is in fact fairly large even for mp3 music libraries.)

In many p2p systems, data is exactly replicated among the peers participating in the system. Replicated data, while providing scalability and fault-tolerance, introduces the problem of source selection. After determining the locations of a desired file, a client must decide where to download from in order to receive the file quickly. This problem has been studied mainly in the context of mirrored Web data, where it is called the server selection problem. Various solutions have been proposed and validated with experiments on the Internet. However, many of the existing techniques rely on assumptions that render them inapplicable in the dynamic setting of peers. For instance, selection strategies based on experience with specific hosts do not apply when hosts are not likely to be encountered more than once. In addition, selection strategies that rely on network-layer assistance are not feasible. Some new approaches that have been tried include those based on decision trees and MDPs. Techniques from distributed information retrieval can be employed when topics are replicated at peers, but not content (e.g., articles on a particular news topic). Our own research has shown that such techniques cannot chose peers with good network performance. 

Measurement of P2P Apps

Only a few measurement studies have been performed of real P2P file sharing applications, and even fewer empirical studies exist of how well DHT or other protocols support P2P file sharing in practice.  

In our previous work, we took sample measurements of the Napster and Gnutella file systems, including node availability and shared file lists.  From this data, we were able to infer the skewed popularity of shared and transferred files.  Leibowitz, et al. have reported similar results by sniffing raw traffic seen on an Israeli ISP.  

Markatos took measurements from three Gnutella clients at separate geographic locations for one hour and analyzed the effects of caching search queries.  Due to the high temporal locality of queries observed, a simple query caching scheme was shown to reduce query traffic by as much as a factor of two.  In our recent results, we apply query caching to Chord and show that it has less of an effect on balancing load.

Sripanidkulchai also claimed that simple caching schemes can help reduce the amount of query messages flooding the network. The study mentioned that the performance of a cache will ultimately be affected by the consistency of cached query results.  This drawback also applies to cached queries in Chord.

We traced all users of a centralized p2p sharing network. In this recent work, we detailed many workload characteristics of this trace, including: the popularity trends of file transfers over time; the correlation between user library sizes and downloads; the skewed popularity and inter-arrival time distributions of queries; the skewed popularity of file keys; and the distribution of users downloading and serving files. Although several measurement studies of P2P networks have been performed in the past, this is one of the only studies to obtain a complete view of the usage characteristics of the system.

These measurement studies are important for several reasons. First, p2p applications are new and provide us with an opportunity to track its changing characteristics over time as connections to the home and office, and to mobile devices, change over time. Second, applying observed measurements to the evaluation of proposed protocols is an important method of evaluations. For example, in our recent work, we evaluated the effectiveness of the Chord protocol as a protocol for file sharing using measurements from a real P2P application.. We found that Chord does not succeed in distributing the index evenly among nodes. The power-law skew of keys from real queries and shared files results in a work load that is also skewed. We also consider the notion of caching in Chord to balance loads.
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